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#### Abstract

A discrete version of the 'hamstrung car' game is considered. A triangle is taken as the terminal set. By a simple method, not requiring the solution of the quality problem, a sufficient evasion condition is obtained. ©Elsevier Ltd. All rights reserved.
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## 1. Formulation of the problem

We will consider a discrete game ${ }^{1-4}$ in $R^{\mathrm{d}}$ space, described by the following system of equations of motion

$$
\begin{equation*}
z(n+1)=F(z(n), u, v), \quad n \in N=\{0,1,2, \ldots\}, \quad u \in P, \quad v \in Q \tag{1.1}
\end{equation*}
$$

Here $u$ is the control parameter of the pursuer, $v$ is the control parameter of the evader, $P$ and $Q$ are non-empty compact subsets of spaces $R^{p}$ and $R^{q}$, respectively, and $F: R^{d} \times P \times Q \rightarrow R^{d}$ is the specified continuous mapping. Below, a non-empty terminal set $M$ is singled out in $R^{d}$.

Each sequence $u(\cdot): N \rightarrow P$ is called a pursuer control, and a mapping of the type $V: N \times R^{d} \rightarrow Q$ is called an evader strategy. If the initial point $z_{0}$ is specified, the pursuer chooses strategy $V$ and the evader chooses control $u(\cdot)$. Then the set $\left(z_{0}, u(\cdot), V\right)$ clearly generates the trajectory $z(\cdot): N \rightarrow R^{d}$, which is defined by the recurrence formula

$$
z(n+1)=F(z(n), u(n), V(n, z(n))), \quad z(0)=z_{0}
$$

(Hence, in Eq. (1.1), $u=u(n)$ and $v=V(n, z(n))$ ).
By definition, from the point $z_{0} \in R^{d}$ evasion is possible if an evasion strategy $V$ exists such that, for any pursuer control $u(\cdot)$, the trajectory $z(\cdot)$ generated by $\left(z_{0}, u(\cdot), V\right)$ does not fall on the terminal set, i.e. $z(n) \notin M$ for all $n \in N$. If evasion is possible from each point $z_{0} \in R^{\mathrm{d}} / M$, then we say that, in game (1.1), evasion is possible. ${ }^{1,3,5}$

We will assume that the terminal set $M$ is a convex polyhedral set described by the relations

$$
\begin{equation*}
\left\langle\beta_{i}, z\right\rangle \leq \alpha_{i}, \quad i=1,2, \ldots, m \tag{1.2}
\end{equation*}
$$

where $\beta_{i}$ are non-zero vectors, $\alpha_{i}$ are specified numbers and $\langle\cdot$,$\rangle is a scalar product. The following assertion has been proved (Ref., { }^{5}$ the corollary of Theorem $1_{j}$ with $j=1$ ).

Theorem 1. For evasion in the discrete game (1.1) to be possible, it is sufficient for the condition $\bar{N} \subset M$ to be satisfied, where

$$
\begin{equation*}
\bar{N}=\left\{z\left|\max _{v, i} \min _{u}\left[\left\langle\beta_{i}, F(z, u, v)\right\rangle-\alpha_{i}\right]\right| \leq 0\right\}, \quad v \in Q, \quad u \in P \tag{1.3}
\end{equation*}
$$

This easily proved assertion is entirely effective. For example, suppose the game (1.1) is linear, i.e.; $F(z, u, v)=A z-u+v$. In this case, the set $\bar{N}$ will also be a convex polyhedral set:

$$
\bar{N}=\bigcap_{i=1}^{m}\left\{z \mid\left\langle A * \beta_{i}, z\right\rangle-\max _{u}\left\langle\beta_{i}, u\right\rangle+\max _{v}\left\langle\beta_{i}, v\right\rangle \leq \alpha_{i}\right\}
$$
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where $A^{*}$ is a transposed matrix. Therefore, checking the condition $\bar{N} \subset M$ reduces to the problem of the theory of inequalities, ${ }^{6}$ which is solved in a finite number of steps. Below, using criterion (1.3), the condition is derived for possible evasion in a discrete version of the "hamstrung car" game, the equation of motion of which is non-linear (Ref.," p. 46).

## 2. Derivation of the condition for evasion

In the "hamstrung car" game, the pursuer moves in the $R^{2}$ plane with maximum speed $\rho$, and the curvature of its trajectory should not exceed the magnitude $r^{-1}, r>0$. The speed of motion of the evader (it is assumed that it is inertialess) does not exceed $\sigma$. In reduced coordinates, the game is described by the system (Ref., ${ }^{7}$ p. 48).

$$
\begin{equation*}
\dot{x}=-\rho r^{-1} u y+v_{1} \sigma, \quad \dot{y}=\rho r^{-1} u x+v_{2} \sigma-\rho ; \quad|u| \leq 1, \quad \sqrt{v_{1}^{2}+v_{2}^{2}} \leq 1 \tag{2.1}
\end{equation*}
$$

where $u$ is the control parameter of the pursuer and $v=\left(v_{1}, v_{2}\right)$ is the control parameter (velocity vector) of the evader. The values of these parameters must satisfy the constraints given above, and the condition for the game to be completed in the continuous case has the form

$$
\begin{equation*}
x^{2}+y^{2} \leq l^{2} \tag{2.2}
\end{equation*}
$$

where $l$ is the capture radius, $l>0$.
It has been asserted (Ref., ${ }^{7}$ p. 293) that, if the inequality

$$
\begin{equation*}
l / r<\sqrt{1-\gamma^{2}}+\gamma \arcsin \gamma-1 \tag{2.3}
\end{equation*}
$$

is satisfied, where $\gamma=\sigma / \rho$, then the set of phase points (the evasion zone) from which completion of pursuit is possible consists of the circle (2.2) and a curvilinear triangle joined to it, and it was concluded that inequality (2.3) is the evasion condition. There is no reason to doubt this conclusion, but it must be pointed out that condition (2.3) was obtained using the heuristic method of characteristics, the application of which requires strict substantiation, which is far from simple (see Ref.). ${ }^{8}$ Furthermore, condition (2.3) is derived by refined analytical calculations. Below, a sufficient condition for evasion in the discrete analogue of the "hamstrung car" game is obtained using Theorem 1 given above.

Replacement of the derivative $d x / d t$ by the relation $(x(n+1)-x(n)) / h, h>0, Q$, converts the system of differential Eq. (2.1) into a discrete system in the form of (1.1), namely.,

$$
\begin{equation*}
x(n+1)=x(n)-r^{-1} h \rho u y(n)+v_{1} h \sigma, \quad y(n+1)=y(n)+r^{-1} h \rho u x(n)+v_{2} h \sigma-h \rho \tag{2.4}
\end{equation*}
$$

This system will be investigated on condition that the above constraints imposed on the control parameters $n$ and $v$ are satisfied, and with the terminal set replaced by the triangle

$$
\begin{equation*}
M=\{(x, y) \mid y \geq 0, y+k x \leq k l, y-k x \leq k l\}, \quad k>0 \tag{2.5}
\end{equation*}
$$

(This replacement is an attempt to bring the set $M$ as close as possible to the zone of capture in the differential game (see Ref., ${ }^{7}$ Fig. 9.1.2c)).
Note that earlier ${ }^{5}$ the set $M$ was replaced by the square $\{(x, y):-l \leq x, y \leq l\}$, as a result of which the evasion condition obtained was ineffective, since, for fairly small $h$, evasion is only possible if $\sigma \geq \rho$. Below, we will assume that $\gamma=\sigma / \rho<1$, which is natural for the evasion problem.
Lemma. We will assume that

$$
\begin{equation*}
k^{2} / \sqrt{k^{2}+1} \geq 1 \tag{2.6}
\end{equation*}
$$

(or, which is equivalent, $k^{2} \geq(1+\sqrt{5}) / 2$ ). A positive number $h_{0}$ then exists such that, when $h \in\left(0, h_{0}\right)$, the condition

$$
\begin{equation*}
l / r<\left(\gamma \sqrt{k^{2}+1}-1\right) / k^{2} \tag{2.7}
\end{equation*}
$$

is sufficient for possible evasion in the game considered.
Note that the parameter $k$ participants in condition (2.7). The evasion condition will be best if the maximum is taken on the right-hand side of condition (2.7) with respect to $k, k^{2} \geq(1+\sqrt{5}) / 2$. Suppose $\gamma_{0}=2 / \sqrt{5}$. Then, this maximum is equal to $\left(1-\sqrt{1-\gamma^{2}}\right) / 2$ if $\gamma \leq \gamma_{0}$, and equal to $\gamma-(\sqrt{5}-1) / 2$ if $\gamma>\gamma_{0}$. Thereby we have the following theorem.
Theorem 2. The condition

$$
l / R< \begin{cases}\left(1-\sqrt{1-\gamma^{2}}\right) / 2, & \text { if } \gamma \leq \gamma_{0}  \tag{2.8}\\ \gamma-(\sqrt{5}-1) / 2, & \text { if } \gamma>\gamma_{0}\end{cases}
$$

is sufficient for possible evasion in game (2.4), (2.5) when $h \in\left(0, h_{0}\right)$.
Let us compare condition (2.8) with the Isaacs criterion (2.3). Fig. 1 shows graphs of the left-hand sides of inequality (2.3) (the dashed curves) and inequality (2.8) (the continuous curves) against the ratio $\gamma=\sigma / \rho$. It can be seen that, at low values of the ratio $l / r$, the range of $\gamma$ values satisfying condition (2.8) is fairles close to the range of values from condition (2.3).
Proof of the lemma. We will construct in implicit form the set $\bar{N}$ corresponding to the discrete game considered. In the given case, the set $M$ is a triangle defined by formula (2.5), so that (see inequality (1.2))
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$$
\beta_{0}=(0,-1), \quad \beta_{\varepsilon}=(\varepsilon k, 1), \quad \alpha_{0}=0, \quad \alpha_{\varepsilon}=k l ; \quad \varepsilon= \pm 1
$$

The inequality

$$
\max _{v} \min _{u}\left\langle\beta_{\varepsilon}, F(z, u, v)\right\rangle-\alpha_{\varepsilon} \leq 0
$$

has the form

$$
\begin{align*}
& -y-h \rho r^{-1}|x|+h(\rho+\sigma) \leq 0 \text { при } \varepsilon=0 \\
& \varepsilon k x+y-h \rho r^{-1}|x-\varepsilon k y|-W \leq 0 \text { при } \varepsilon= \pm 1 ; \quad W=h \rho+k l-h \sigma \sqrt{k^{2}+1} \tag{2.9}
\end{align*}
$$

Thus, the set $\bar{N}$ is defined by relations (2.9), i.e., $N$ is a polygon bounded by the lines $L_{0}$ and $L_{\varepsilon}$, specified respectively by the equations

$$
-y-h \rho r^{-1}|x|+h(\rho+\sigma)=0 \text { и } \varepsilon k x+y-h \rho r^{-1}|x-\varepsilon k y|-W=0
$$

where $\varepsilon= \pm 1$.
Elementary calculations indicate that $\bar{N}$ is a non-convex pentagon (see Fig. 2) with vertices at the points $A(0, a), B_{\varepsilon}(\varepsilon b, b / k), C_{\varepsilon}\left(\varepsilon x_{c}, y_{c}\right)$ and $D(0, d)$, where

$$
\begin{aligned}
& a=W r /(r-k h \rho), \quad b=r k h(\rho+\sigma) /(r+k h \rho), \quad d=h(\rho+\sigma) \\
& x_{c}=r\left(-k h^{2} \rho(\rho+\sigma)+r k l-r h \sigma\left(1+\sqrt{k^{2}+1}\right)\right) S^{-1} \\
& y_{c}=r h\left(r k(\rho+\sigma)-2 h \rho^{2}-k l \rho-h \rho \sigma\left(1-\sqrt{k^{2}+1}\right)\right) S^{-1} \\
& S=r^{2} k-2 r h \rho-k h^{2} \rho^{2}
\end{aligned}
$$

We will derive the conditions which ensure the inclusion $\bar{N} \subset M$, taking into account that $h<(2 \rho)^{-1} r$. For the inclusion $\bar{N} \subset M$ to occur, it is sufficient to check the conditions $A \in M$ and $C_{\varepsilon} \in M, \varepsilon= \pm 1$. (It is possible to ascertain that the points $B_{+1}, B_{-1}$ and $D$ lie within the triangle $C_{-1} A C_{+1}$. Below, taking into account the symmetry of the entire picture about to the ordinate axis, we will confine ourselves to considering of the case $\varepsilon= \pm 1$.

The condition $A \in M$ is ensured by the inequality $a=W r /(r-k h \rho) \leq k l$, which, in turn, is equivalent to condition (2.7).
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In order to check the condition $C_{+1} \in M$, we will present the coordinates of point $C_{+1}$ in the form

$$
\begin{aligned}
& x_{c}=\bar{x}_{c}+O\left(h^{2}\right), \quad y_{c}=\bar{y}_{c}+O\left(h^{2}\right) \\
& \bar{x}_{c}=\frac{r\left(k l-h \sigma\left(1+\sqrt{k^{2}+1}\right)\right)}{r k-2 h \rho}, \quad \bar{y}_{c}=\frac{k h(r(\rho+\sigma)-l \rho)}{r k-2 h \rho}
\end{aligned}
$$

(Note that, from the conditions $h<(2 k \rho)^{-1} r$ and $k^{2}>(1+\sqrt{5}) / 2$, it follows that $r k>2 h \rho$ ).
An $h_{0}, h_{0}>0$ exists, such that, when $h \in\left(0, h_{0}\right)$, the condition $\left(\bar{x}_{c}, \bar{y}_{c}\right) \in \operatorname{int} M$ implies the required relation $C_{+1}=\left(x_{c}, y_{c}\right) \in M$, i.e., $C_{+1} \in M$ (int $M$ denotes the interior of $M$ ). The condition $\left(\bar{x}_{c}, \bar{y}_{c}\right) \in \operatorname{int} M$ is equivalent to the system of inequalities $\bar{y}_{c}>0$, $k \bar{x}_{c}+\bar{y}_{c}<k l$, which are transformed into

$$
\begin{equation*}
l / r<1+\gamma, \quad l / r<\gamma \sqrt{k^{2}+1}-1 \tag{2.10}
\end{equation*}
$$

By virtue of condition (2.6), inequalities (2.10) are simple corollaries of condition (2.7).
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